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SECTION I

INTRODUCTION

This report presents the results of an investigation to develop an

analytical method which predicts the maximum pressure distortion level

and provides a synthesized pressure distortion map at the entrance to the

turbine engine compression system. The method uses the steady-state

total pressures and the statistical properties of the time-variant total

pressures measured at the compressor face plane.

A high degree of compatibility between the inlet and engine is

necessary for an aerodynamically stable propulsion system. An essential

element in assessing that compatibility is the determination of the

tine-variant total pressure distortion generated by the inlet. A

deterministic analysis procedure, shown in Figure 1, has evolved for

processing time-variant pressure distortion data. Filtered high-response

compressor face pressure data are combined with their respective steady-

state total pressure component and input to a set of engine distortion

parameter equations. Peak distortion levels and pressure distortion maps

are determined. If the peak distortion level is less than some limit

value related to an engine surge margin allocation, a compatible

inlet-engine combination exists. The procedure has been a successful but

conservative approach to the problem.

Analog editing systems have been used extensively to provide that

dssessment of inlet-engine compatibility. One such system called DYNADEC

(Dynamic Data Editing and Computing), utilizes a modern state-of-the-art

hybrid computer (Reference 1). DYNADEC provides for the continuous

solution of the distortion parameter equations and the handling of the

massive quantities of data in a timely dnd cost-effective manner. Entire

data records can be screened in a real-time environment with final

results available immediately. The high degree of system flexibility

allows program parameters to be easily changed and thus provides for an

efficient analysis process.

While the analysis process appears to be wcll in-hand, the acquisi-

tion of d)riamic preszure data hds become an increasingly expensive

proposition due to higher wind tunnel operational costs, the use of large
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To illustrate the limitations ot the basic model, the cifference

between the predicted and measured peak distortion level as a furiction of

measured distortion level is shown. Next, the average standard deviation

of the difference between predicted and measured probe pressure recoveries

as a function of turbulence is presented. The ?PSV FF for a single case

is defined as 2,T

APT APT(

,RMS DIFFz - - X 0 (4)

n - T L 0 P0To

where APT is the difference between a predicted and measured pressure and

APT is the mean difference between the predicted and measured pressures.

Finally, the predicted and measured pressure contour maps are shown,

including the distortion levels and the histogram of the difference

between the predicted and measured probe pressure recoveries.

Figures 4 through 8 present predicted and measured results for the

GE1 engine distortior, parameters. The measured peak distortion levels

and pressure distortion maps were determined from screened inlet pressure

data filtered at a cut-off frequency of 500 HZ. The differences between

predicted and measured peak distortion levels are shown in Figure 4.

Peak distortion levels are expressed in terms of APRSF with the circum-

ferential and radial components being IDCrAX and IDRMAX' respectively.

The Lasic model significantly overpredicts APRS F and TDC MAX  The radial

component is more randomly distributed, but with some large differences

as well.

In Figure 5, the average standard deviation of the difference ir

probe pressure recoveries is presented. The differr.ce between predicted

and measured pressures increases with increasing average turbulence.

Since ;RMSDIFF will vary with different sets of random numbers, several

cases were repeated several times using different starting seed values.

A linear regression analysis (Reference 15) was then accomplished on the

Lotal set of account for differences due the rardom number process. The

resulting regression iiioe and others that foili ; serve as baselines tc

show improvements to the model.

Figures 6, 7, arc £ compare the predicled and measured peak

distortion maps lor three lpvels of average turbulence. For all three



defined as they are not a part of the input to the statistical prediction

method.

Compressor face instrumentation used to measure the time-variirit

pressures consisted of forty steady-state and high response probes in ani

eight-rake by five-ring array. The fluctuating pressure data was filtered

at 500 HZ and 1000 HZ (-3db) consistent with engine sensitivity, inlet

model scale, and available cut-off filter frequencies.

The Pratt & Whitney Aircraft (PWA) K, and the General Flectric

APRSF (GE1 ) and IDL (GE2 ) were the three sets of engine distortion

parameters used in the analysis. For the PWA distortion methodology, the

total distortior, KA 2 , is the sum of the circumferential distortion,, K6,

ow! the weighted radial, distortion, KRA..

-. K K0  b
KA2 = bkRA 2  (2)

The GE parameters describe either the stall pressure ratio loss, APRSF,

the sum of the loss in fan stall pressure ratio due to circumferential

and radial distortion, or the ratio of surge margin required to that

available for distortion defined as IDL. Functionally, APRSFs and IPL

can be expressed in terms of the maximum circumferential and radial

distortior,

APRSF, IDL = f (IDCMAX' IDRMAX) (3)

Basic Model Results

A common format of comparison between preaicted and measured quanti-

ti, i presented throughout this section and in Section IV. Several

measures of goodress are used to assess the capability of the basic and

impruved models. These measures of goodness were: the difference between

the predicted arid measured maximum distortion level, the average standard

ceviaticn, the distribution, and the ranqe of the difference betweer

predicted arid measured pressures, the similarity between the predicted

pressure and measured contour maps, and (hr number of predicted pressures

withir, _, percent of their measured values. Peak distortion pressure

contour maps determired with DYNADEC serve as the basis for the measured

va I L&S .
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SECTION III

BASIC MODEL ANALYSIS

Statistical Prediction Model Description

The basis for the method is that a synthesized fluctuating pressure

component can be constructed and added to the steady-state pressure to

form the dynamic total pressure. The fluctuating pressure is assumed to

.-.- be stationary, uncorrelatea, and random with a nrormal distribution.

The synthesized fluctuating pressure can be determined for each

probe using a random number generator with a zero mean, and the standard

deviation derived from the measured turbulence levels. If the dynamic

total pressure is defined in terms of pressure recovery, then for each

probe:

( T . APT pMS)TX (PT X RN. (1)i-~~ Po/Dyr \Ps s +  1" 0T i PoSS 1

The basic model, Figure 3, consists of two fundamental elements,

the generation of the compressor face dynamic total pressures and the

determination of the maximum distortion level and pressure contour map.

P MS turbulence ano random numbers are combined to form the fluctuating

pressure components which are added to the steady-state pressures to form

thp dynamic total pressures. The dynamic total pressures are input to

tine distortion parameter equations and the level is determined. The

pressure contour nrap is also generated. Forty new random numbers are

gcneruted providing a new set of dynamic total pressures which represents

(lota from another equivalent time slice. The distortion level is computed

and compared to the current maximum value. The sequence is repeated

Lrtil a desired sample size is reached.

Inlet Data Base and Engine Distortion Parameters

40 Forty-nine cases from two sets of inlet data with three sets of

engin, distortion parameters were used in the investigation. Averaoe

compressor face +urbulence ranged from approximately .01 to .P . Inlet

op r,:I. conditions, test irditions, and inlet georretry have not been

1?
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A third investigator to report on the development of a statistical

synthesis method using a random number generator and local RMS pressure

data was Borg (Reference 2). In his method, the normally distributed

random numbers were generated by adding twelve independent random numbers

from a uniform distribution using the central limit theorem. Briefly,

the central limit theorem states that the sums of independent random

variables under fairly general conditions will be approximately normally

distributed, regardless of the underlying conditions (Reference 14). The

RMS pressures were determined using a suitable cut-off filter frequency.

Borg used the Pratt & Whitney and Rolls Royce distortion parameters in

evaluating his method. Results with the PWA parameters were consistent

with that of Stevens and Sanders. One interesting aspect of the study

was the use of average RMS pressure values at all probe locations. Since

there was no drastic change in the distortion level correlations, Borg

concluded that a reduced number of turbulence values could be used if
they reflected the average turbulence intensity. No comparisons were

made between predicted and measured peak distortion maps.

In summary, the statistical prediction methods were found to provide

reasonable prediction of the maximum distortion level. The methods

developed by rotycka, Stevens, and Melick also provided a Fynthesized

pressure distortion map. Each of these methods were found to predict a

reasonable distortion map at low-turbulence levels, however, as the

turbulence level increased and as the number of measured values of

turbulence used in the analysis decreased, the quality of the pressure

distortion map deteriorated.

These investigators proposed the use of statistical methods to

achieve cost reductions for the analysis of time-variant distortion data
from small models with limited instrumentation. Such methods were not

intended to supplant the editing systems used for screening irilet
distortion data during validation tests of inlet-engine compatibility of

aircraft systems.

11
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expected engine sensitivity in determining the probe RMS turbulence

levels. Second, rio power spectrum shaping is used in the analysis.

Large sample sizes are considered necessary to accurately represent

dynamic pressure data. For example, if the highest frequency of interest

is approximately 1000 HZ, and five or more samples are required per

cycle, then some 150,000 samples or time slices are required to analyze

an equivalent 30 seconds of data.

Predicted peak distortion levels and pressure contour maps were

compared to an F-15 and F-18 inlet data base. Peak distortion levels,

based on Pratt & Whitney and General Electric distortion parameters, were

approximately 10 percent under and over the measured values, respectively.

This result is consistent with Sander's analysis of Motycka's method.

Stevens also investigated the use of fewer measured turbulence values to

predict the peak distortion levels and found that the results were about

the same as when all the measured RMS turbulence values were used. A

comparison of predicted versus measured pressure contour maps using both

sixteen and forty-eight RMS turbulence values was also accomplished. It

was concluded that the pressure contours obtained using the statistical

model with forty-eight RMS turbulence values generally agreed well with

the measured contours, but for the reduced number of turbulence values,

the predicted contours were only representative of the measured contours.

Forner and Manter (Reference 13) used Stevens' method to predict

peak distortion levels, based on the Williams Research Corporation

distortion parameters, for cruise missile inlet configurations. Compar-
isons between predicted versus measured peak distortion levels showed

that almost all of the data fell within a +10 to -20 percent band. For a

number of cases there was poor agreement between the predicted and

measured pressure distortion maps. Other patterns were judged to be good

on a qualitative basis, but exhibited fairly large differences between

individual predicted and measured probe values. The duct flow was known

to be highly dynamic with regions of separated flow. Forner and Manter

dlo investigated the use of fewer turbulence measurements ind lound that

four, eight, or twelve values provioed as good a prediction of distortion

level du with forty turbulence measurements. As fewer measured turbulence

values were used, however, fewer predictea patterns agreed with measured

patterns.

10



" otycka's method (Reference 3) consists of determining the mean RMS

* -pressure as a function of frequency, and the power spectral density for

each pressure prube. An amplitude probability density curve is generated

for each probe from the RMS level assuming a normal distribution. Random

numbers are converted to pressures from a cumulative amplitude probabil-

ity density function determined from the integration of the amplitude

probability density curve. The synthesized pressures are scaled to the

experimental PSDs with a digital filter and stored. Filter coefficients

are determined from an amplitude gain curve formed by dividing the PSD of

the test data by the PSD of the random numbers. Therefore, the power

spectrum for the synthesized pressures are modified tu have the same

power spectrum of the experimental data. The resulting equivalent

pressure-time traces are then reduced in the same manner as digitized

pressure data used in the deterministic method for finding the maximum

distortion level and pressure contour map.

Motycka examined a single case, and while there was good agreement

between measured and predicted results, he offered no general conclusions

regarding the accuracy of the method. Using the extreme value analysis

of Reference 12, Motycka concluded that the influence of the filter was

to reshape the extreme value distortion versus time relationship. As a

consequence, he suggested that the digitol filter could be eliminated if

the maximur' expected value is for a relatively long inlet operating time.

Sanders (Reference 10) evaluated Motycka's method using three

distortion factors and four sets of inlet data. There was a tendency to

overpredict the maxir;,un distortion level using General Electric (GF)

distortion parameters, and a tendency to underpredict the measured values

usine Pratt & Whitney Aircraft (PWA) and Villiams Research Corporation

(WkC) distortion parameters. This tendency of underpredicting was

believed to be due te an invalid assumption, cf normality for the pressure

* data. The predictior of distortion patterns was considered good, but the

agreement between measured and predicted maps decreased significantly for

turbulence levels greater than .02.

The method developed by Stevens, Spong, and Cliphant (Reference 4)

is very similar to that of Motycka, with two differences. First, the

pressure data is processed at a cut-off filter frequency consistent with

, , -
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The results indicated that twenty probes yielded essentially the same

results as forty prehes, with four probes yielding a variation uf lss

than 10 percent compared to a predicted distortion value based on forty

probes.

Sanders (Reference '0) provided a comprehensive analysis of Melic's

method using three different distortion factor methodologies and four

sets of inlet data. Cre particular distortion parameter was modified by

using empirically derived stclistics instead of theoretically derived

statistics. In general, an excellent correlation was found for the index

with the empirically d4erived statistics, with poor to good agreement for

the other distortion factors that were based on the theoretical derived

statistics. Comparisons were made of measured and predicted maximum

distortion patterns for a narrow range of low-turbulence values

(.012-T<.023). OL,iltative agreement appeared to range from poor to good

for these lov'-turbulence cases. Schweikhard (Reference 11) also made

comparisons of n,easured data with Melick's method and found much the same

results for both the distortion level and pressure distortion pattern.

The np;<4 three mpthods employ a random number process. The funda-

mental premise o these methods is that a random number process can be

used to cyinthesizf. the fluctuating component of the dynamic total pressure

from the stc lis'ical properties of the inlet pressure aata. The dynamic

tOtc prps,,ure T consists o, wo components, the steady-state
of~pnpnt, p '' Lyri,

(,prnnt "T ,and the fluctuating component, Tf, such that.

F, Tyn = PTss + PTf

whrt-- The flu(t ,a 1, ti;r ( ( ent nas : zero mean value. It is assumed

that the time-varicrI Oressure dta are rardom, stationary, with a normal

di -tribution. P. rando(n rlUIober generator with a normal distribution and a

zero near, 1nd the ffrsured standard deviation of pressure are useC to
r 01,1od syrthesized fluctuating pressure component. The dynamic pressure

n-rdel is depi cted in F jurc. 2. The dyramic pressures are then input to a

-,et of distortion paraFme:ters and a Meximum value is determined.

7
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.. of a random distribution of discrete vortices being convected downstream

by the mean flow and that the effects of a series of vortices can be

*ii determined by summing the individual effects of eacti vortex.

The method assumes that most inlet total pressure fluctuations are
*normally distributed and that any distortion parameter computed from

these pressures will similarly be normal. The vortices in the flow are

. of arbitrary size, strength, location, and orientation. Vortex size and

S. strength are represented by a Beta distribution, while the location and

orientation are assumed to be uniformly distributed. Certain statistical

functions are assumed to be related to the physical characteristics of

the turbulent flow model. For example, the mean square of the vortex

strength is proportional to the root-mean-square of the fluctuations, the

meat core size is defined by the frequency of the power spectral density

- tunction, and the vortex flux is related to the probability density

function.

Through a number of assumptions, the complex statistical and fluid

flow relations are simplified to a graphical solution. This graphical

approach relates the standard deviation of the distortion parameters to

the standard deviation of the pressure fluctuations, to the mean vortex

core size, and to the vortex flux. The probability density function of

each distortion factor must also be defined, and a Beta density function

is constructed to satisfy constraints concerning the shape of the

distribution.

To create the instantaneous distortion pattern, a linear vortex is

* located across the duct between the high- and low-pressure regions of the

steady-state distortion pattern. A total pressure increment, due to the

total pressure variation within the vortex, is added to each probe

pressure value. The strength of the vortex is increased until the

* predicted instantaneous distortion factor, determined from the graphical

solution, is reached.

Comparisons presented by Melick, which were based on two sets of

inlet data, showed good agreement with measured results. No comparisons

were r ade between predicted and measured maximum pressure contour maps.

The author also examined the effect of using fewer compressor face RMS

* •turbulence measurements.

* 6ira." .°"-



SECTION 11

BACKGROUND

Several statistical methods have been developed to predict the

maximum distortion level, avid in some instances, provide a predicted

pressure contour, ntap. Those analyses which offer a predicted map ca-

pabil 4 ty are discussed here. Two methods that use a form of superpo-

sition are addressed first, followed by a discussion of three methods

that utilize a random number process.

King, Schuerian, and Muller (Reference 6) reported on a distortion

synthesis procedure used to estimate the maximum inlet distortion level

associated with "drift" stalls that cccurred during an inlet-engine test.

The procedure consists of defining a reference 1800 segment (based on the

steady-state pressure contour map) defined as the segment with the

minimum steady-state total pressure average. The steady-state pressure

contour map is intensified by subtracting total pressure increments front

the steady-state probe pressures within the reference 1800 segment and by

adding increments to the probe pressures outside the reference segment.

The total pressure increment is defined as the sum of the root-mean-square

(RMS) of the total pressure fluctuations for a given probe and the

average RMS for ali the probes contained within the associated 180'

segrent. The pressure increment is multiplied by a coefficient determineo

by the extreme value extrapolation method of Jacocks and Kneile (Reference

7). Briefly, Jacccks' method assumes that a short time segment of

distortion data can bE used to statistically predict the maximum dis-

tortion level corresponding to any time period of inlet operation. King

concluded that there was good agreement between the synthesized and

measured distortion with a tendency to overpredict the maximum distortion

level. Unfortunately, no comparisons were made between the intensified

and measured pressure contour maps for the maximum distortion levels.

Melick's analytical model (References 8 and 9) has a statistical

basis that is intended to provide both an understanding and quantitative

cescription of unsteady inlet flow. A solution to the one-dimensional,

time-dipendent, Navier-Stokes equation is used to describe the flow field

of an isolated vortex. It is hypothesized that the flow field consists

i:1., . :11.- _ i -- " . . .11 • - ." . .'- -. .. ,- -. ,.,, - .-. .. ,- - -.- " -,-- - ,'- - -"- ... . ....



pressure to the steady-state total pressure). In spite of these result,,

the approach of using random numbers to generate a synthesized pressure

distortion map remained promising if improvements could be made to the

method.

in Section 111, a description of the basic statistical prediction

n;(del is presented. The inlet iota base and the engine distortion

parameters used to determine maximum distortion levels are described.

Comparisons between the model and DYNADEC analysis results are presented

to show the limitations of the method in predicting the maximum distor-

tion level and pressure contour map over a range of inlet distortion and

turbulence levels. It is generally assumed that inlet total pressures

are normally distributed and uncorrelated. Previous studies (References

2 and 5) have investigated and supported the assumption of normality and

therefore will not be addressed. The assumption that the pressures are

uncorrelated is examined to assess its importance to the method. Because

the power spectrum of the pressures used in a distortion analysis

exhibits a decreasing amplitude with increasing frequency due to turbu-

lent mixing ard filtering to define engine sensitivity, an additional

constraint is imposed on the statistical model. Two digital filters are

described that shape the power spectral density (PSD) of the random numbers

set to approximate the PSD of irnlet pressure data.

Section IV focuses on the revised statistical prediction model that

incorporates the two digital filters described in Section III. Compari-

sors between predicted and measured maximum distortion levels and

pressure contour maps are presented to demonstrate the applicability of

* the model. A map averaging approach is then described that offers a

substantial improvement in the quality of the pressure contour map. This

study also investigates the use of a reduced number of measured RMS

turbulence values in the analysis. Results are presented based on using

0 eight turbulence values.

Section V presents a summary and conclusions of the investigation.

4
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models in large facilities, and the extensive instrumentdtion and data

processing requirements. Thus smaller models, with less instrumentation

and less data processing requirements, are being considered for use in

* smaller facilities. In addition, there has been an effort to develop

analytical models which are based on a more simplified data processing

approach to supplement the analog screening process described above.

A number of technical needs can be fulfilled by having oir r.alytical

model that synthesizes time-variant distortion. Such a tool would be

useful in the inlet preliminary design and development phases. The

availability of such a model could provide on-line prediction capability

during wind tunnel tests, allow the prediction of peak distortion based

or a limited amount of pressure instrumertation, and provide space at the

compressor face plane to measure other flow quality parameters. Such a

* method, however, must provide the pressure contour pattern as well as the

maximum aistortion level, be accurate at high-turbulence levels, and be

economical relative to the testing with full dynamic instrumentation.

in recent years various inlet flow distortion analyses have beer

proposed which use statistics. These methods use either the distortion

parameter or the pressure statistical properties to predict the maximum

distortion level. Some of these methods include a synthesis of the

pressure distortion pattern. Distortion pattern synthesis has been

accomplished by the intensification of the steady-state pattern and by

the use of a random number process. These synthesis methods are

described in Section II.

It is the use of the random number process, coupled with the inlel

pressure statistical properties that is the subject of this report. This

approach has been examined previously by three investigators (References

2, 3, 4). Because of the potential of these methods, a model similar to

that described by Stevens (Reference 4) was used in comparison with

several inlet distorlion data sets. The initial results appeared to

validate the model, particularly in terms of the, preaicted peak

distortion level. As cases with increasir( average inlet turbulence were

investigated and as fewer RMS turbulence measurperntL.s were used in the

analysis, the quality (if the predicted maps deteriorated. (Turbulerice is

defined as the ratio of the standayd deviation or RW1S of the time-variant

07
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cases, the predicted maximum distortion (APRSF) levels are greater than

the measured values including the low-turbulence case (T = .014), where

there is good agreement between the predicted and measured pressure

contours. As turbulence increases, there is more disparity between the

predicted and measured distortion maps. The histograms indicate a

decreasing concentration of probes centered about the zero differetice in

predicted versus measured pressure recovery with a wider variation in

that difference. For example, only fifteen probes have predicted pres-

sures within ±-2 percent of their measured values for the high-turbulence

case (T = .040) compared to twenty-two probes within that band for the

moderate-turbulence case (T = .027). Further, there is a 22 percent

variation in the pressure recovery difference for the high-turbulence

case compared to a range of 17 percent for the moderate-turbulence case.

The capability of the basic model using the PWA distortion parame-

ters is illustrated in Figures 9 through 13. A cut-off filter frequency

of 1000 HZ was used to filter the pressure data. The differences between

the predicted and measured total distortion, along with its components

are shown in Figure 9. The predicted values of KA2 fall within a t2022

percent band, showing a tendency to overpredict the measured peak distor-

tion levels at low distortion levels and underpredict. at higher distortion

levels. K shows a similar trend since it constitutes a substantial

portion of the total distortion level. The radial distortion component,

RA exhibits a substantial variation with differences as large as 50

percent.

Figure 10 presents the %RMSDlFF as a function of average turbulence.

As before, the data points represent the cases presented in the previous

figure while the linear regression line is based on the repetition of

several cases repeated several times using different sets of random

numbers. The increased slope of the regression line, compared to the

slope of the regression line in Figure 5, reflects a greater difference

between predicted arid measured pressures and is attributed to filtering

the pressure data at a higher cut-off frequency.

Comparisons between the predicted and DYNADEC generated pressure

contour maps are shown in Figures 11, 12, and 13. For the low-turbulence

case, Figure 11, there is reasonable agreement between the two maps with

most cf the disparity in the contour shapes between the eight and eleven

2]
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o'clock positions. Thirty-five of the predicted pressure recoveries are

within ±2 percent of their measured values. The predicted contour maps

for the moderate- and high-turbulence cases, Figures 12 and 13, bear

little resemblance to the measured contour maps, despite the fact that

the predicted distortion levels are in good agreement with the measured

peak values. The histograms show the same trend as before, as turbulence

increases, there is a flattening and spreading of the distribution of the

difference between predicted and measured pressures. For the Roderate-

turbulence (T = .027) case, twenty probes agree within 2 percent of

their measured values with a range of 19 percent in the difference

between predicted and measured recoveries. The number of probes agreeing

to within ±2 percent decreased to twelve while the range increased to 30

percent for the high-turbulence case (T = .040).

Figures 14 through 18 present a set of comparisons for the second

set of GE engine distortion parameters (GF,). Inlet pressure data was
filtered at a cut-off filter frequency of 500 HZ. The differences

between predicted and measured values of IDL, IDC MAX, and IRMAX are

shown in Figure 14. Predicted values of TDL vary from essentially no

difference to values in excess of 50 percent from measured values. The

circumferential distortion exhibits a similar behavior as it is the

dominate term of the total distortion. The radial distortion is randomly

distributed with a wide variation from -25 to -60 percent of the measured

values.

The average standard deviation of the difference in probe recoveries

for this data set is shown in Figure 15. As before, the linear regres-

sion line is based on repeating several cases several tines to accourt

for variations due to the random number process. The resultiru slope of

the regression line is similar to that of the GEI distortion parameter

set, Figure 5, where the pressure data was filtercd at 500 HZ.

A comparison of predicted and measured pressure contours are shnwr
in Figures 16, 17, and 18. With some exception, the predictea a(d

measured contour lines for the low-turbulence case, Figure 16, shcw good

agreement with each other. Twenty-seven probes agree to within 2

percent of their measured pressures. The range of the difference is 'I1

percent. For the nRoderate-turbulence case, Figure 17, the predicted and

25
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of filter is M

Yn= h0X n +[hk(Xh-k+Xh+k) (10)
k=

A filter with three coefficients was selected to minimize model points in

the power spectrum. Generalized power spectral density shapes for a

random number set filtered with the non-recursive filter are illustrated

ir, Figure 26. As the values of hk increase and h0 decrease, the spectrum

exhibits a progressively steeper roll-off characteristic. The influence

ot this filter on the predicted maximum distortion level and pressure

contour map is also determined by the engine sensitivity cut-off filter

frequency. If the cut-off frequency is in the lower portion of the spec-

trum, where it is essentially flat, the effect of the non-recursive

filter is very small. Thus, the non-recursive filter has a secondary

effect on the predicted maximum distortion level for small values of hk

and lower cut-off filter frequencies.

The filter used to describe engine sensitivity has the greatest

eftect on predicted levels of distortion. Engine marufacturers have

specified three or four-pole linear-phase (Bessel) and constant-amplitude

(Butterworth) filters to describe critical engine frequencies (Reference

Po). Butterworth filters exhibit a sharper roll-off characteristic

beyond the cut-off frequency while Bessel filters minimize in-phase

reldtionships with frequency. Three-pole Butterworth filters are used to

titer the pressure data used in the DYNADEC analysis.

A recursive filter has been developed to represent a three-pole

.trwlog Butterworth tilter. Whereas the output of a non-recursive filter

is a function of the input only, the recursive filter output is a function

o, previous output as well as input. This recursive filter (Reference

Zi) uses a bilinear transformation of a continuous filter function,

defined es

S (11)
Z+1

whpre S is a complex variable and Z is a rational function that maps the

,i:)1inary axis of the S-plane onto the unit circle of the Z-plane. The

dItired digital filter i,. obtained by s'ibstituting the bilinear transform

ir;to the ara1oq transfer function, H(S), which for a three-pole

44



correlation is seen to have an overall lower level comparea to the

previous two figures due to the relatively low-turbulence levels in the

low pressure regions.

These examples show the complexity of describing the turbulent flow

in terms of a correlation coefficient. Obviously, it is not appropriate

to apply the model to those conditions where a discrete frequency exists,

such as inlet buzz, duct resonance, or any other in or out-of-phase

oscillation. These conditions can not be adequately described with only

the steaoy-state and RMS pressures. A statistically significant level of

correlation (pij>.3) has been shown to exist for adjacent probes on a

rake, in particular, those located near the outer wall. In the absence

of any flow oscillations, it appears that the assumption that the

pressures are uncorrelated is not a necessary condition for the model to

be valid.

Digital Filter Development

The power spectral density of inlet pressure data used in a dynamic

distortion analysis has two features. First, the spectrum exhibits a

decreasing amplitude with increasing frequency as more energy is usually

present at lower frequencies. Second, the spectrum has a sharp roll-off

above some frequency due to the use of a filter defining engine sensi-

tivity. Digital filters have therefore been added to the basic prediction

model to impose the additional constraint that the power spectral density

for the generated random numbers will have a shape approximating that of

inlet pressure data.

A normally distributed, uncorrelated set of random numbers is

equivalent to white noise which has a flat power spectrum. The PSD

function for low-pass white noise is defined as

GX (f) = a, O<f<B; otherwise zero (9)

A non-recursive filter is used to satisfy the general observation

that more energy is contained in the lower portion of the spectrum.

Non-recursive filters represent a data averaging technique that uses

variable weighting coefficients. The formula (Reference 6) for this type
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cut-off filter frequency. The more closely spaced probes near the outer

duct wall exhibit a high correlation level with the level decreasing

rapidly as probes become progressively further apart (probes located near

the hub or two non-adjacent probes). The correlation is also a function

of cut-off filter frequency. As cut-off frequency decreases, the

correlation coefficient increases.

Figure 23 presents the correlation coefficient for probes along

several rakes for a circumferential distortion pattern. As with the

results presented in the previous figure, the level of correlation

decreases with increasing distance between probes. There is no system-

atic trend in the correlation level for probes located progressively

between the high and low pressure rakes. In addition, the range of the

correlation level for the various rakes appears to be within the scatter

of the correlation for the high- and low-pressure regions denoted by Mace

ond Sedlock (Reference 18).

The correlation for another circumferential distortion pattern is

presented in Figure 24. In addition to a wide variation in the coeffi-

cient for a given probe-to-probe spacing, the correlation exhibits a

"sawtooth" characteristic. This "sawtooth" behavior illustrates that the

correlation is a function of other variables as well as distance. In a

study by Martin (Reference 5), for example, the cross-correlation and

phase angle showed significant differences between adjacent compressor

face prcbes. To explain the behavior of the cross-correlation function,

a turbulent zone concept was proposed to describe the boundary layer/shock

wave mechanisms present in the flow. Other mechanisms that would affect

the correlation function are boundary layer separation ano the interaction

between shock waves. For the correlation to be only a function of

distance, the turbulent flow must be isotropic, or at least locally

isotropic, that is, the decay in turbulence has no preference for any

specific direction (Reference 19). Such conditions can be approximated

behind a grid with no pressure distortion present. Thus, the "sawtooth"

behavior of the correlation is more likely representative of inlet

diffuser flow.

Figure 25 presents the correlation for probes located on rakes in

the low pressure region from three radial distortion patterns. The

39
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correlation between probes located along a rake. ihe cross-correlatior,

function is obtained by averaging the product of two random pressure-time

histories over a statistically significant time period. The cross-

correlation function for two laterally spaced probes is

Rxy = (t)y(t)dt (5)

0
The correlation coefficient is defined as

R
xy

Pij (t) = (6)
SAPT(x) APT(Y)

RMS RMS

where PTRMS is the standard deviation of a time-variant pressure.

Filtered time-variant pressure data were input to these equations which

were programmed on an analog computer. The data was filtered at cut-off

frequencies of 125 HZ X 2, where N = 0, 1,..,5, to dete ,,iine the effect

of frequency on the RMS pressure and the correlation coefficient.

Figure 21 presents the variation in RMS pressure as a function of

frequency for two inlet data sets. The RMS pressures for each probe for

all the cases used in the investigation are included in this figure. The

RMS pressures were non-dimensionalized by the maximum RMS pressure at the

maximum frequency. A logarithmic transformation (Reference ]5) of the

form

Y = P + 6 1 X' + c where X' = logloX (7)

wds used to fit a regression curve to the data. The regression equations

lor both data sets ere virtually identical and therefore described by a

single expression

I0 1.020 + .520 loglo
RMSMAX MAY

r, (,c ot the correlation resuits obtained are presentec in the

fioures 'hat follow. Figure 22 presents the correlation coefficient,

as a function of the distance between probes al(,ng a rake are,

* 36
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the probes are more than 10 percent of the duct radius apert. The

correlation on which Motycka based his conclusion is shown in Figure 19

and is based on pressure measurements taken behind a turbulence gEnerator

with grill, pipe, and egg crate devices positioned between the generator

and the engine compressor face (Reference 16). The correlation was

developed to indicate the scale of the turbulence eddies generated by the

different devices. For a typical spacing between probes (20 percent of

the duct radius), the correlation coefficient has an approximate value of

five-tenths. Motycka pointed out that a high correlation would exist

across the engine face under the conditions of inlet buzz and duct

resonance. In those instances, the engine reaction to the discrete

frequency would be evaluated separately.

Sorg (Reference 2) also cautioned against applying the prediction

rcdel to low mass flow conditions where inlet buzz may exist, but

presented no data in support of the assumption that the pressures are

uncorrelated.

Crites and Heckart (Reference 17), reviewing model scale and

transducer spacing requirements, discussed the need to have the distance

between probes sufficiently small to allow an accurate interpolation of

time-variant pressure data. The correlation fields of two probes would

therefore have to overlap at a statistically significant value, implied

to be three-tenths.

race and Sedlock (Reference 18) explored the use cf a spatial

correlation coefficient for estimating the time-variant pressure at some

point between two laterally spaced pressure probes. The spatial corre-

lation, shown in Figure 20, was used in a set of regression equations to

estimate the pressure fluctuations. Analysis showed that the waveform of

thc estimated pressure fluctuations were representative of the frequency

dnd amplitude characteristics of the measured pressure waveform at that

location. It was concluded that adjacent high-response probes on a rake

exhibited a statistically significant correlation. A compari:,(n uf the

correlation developed by Mace and Sedlock with that presented by Motycka

show the correlations to be of comparable magnitude.

As part of this investigation, a correlotion study was accomplished

with a por'ion of the inlet pressurc data to determinp the level of
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measured maps exhibit good similarity, but the number of probes within :2

percent of their measured values has decreased to eighteen and the range

of the difference has increased to 18 percent. For the high-turbulence

case (T = .047) shown in Figure 18, there is no similarity between the

predicted and measured contour maps. Only fourteen probes are within 2

percent of their measured values while the range has increased to 32

percent.

In summary, it appears that a statistical prediction model's ability

to accurately predict the maximum distortion level may have little to do

with providing an accurate distortion map. A distortion parameter can

provide some averaging that minimizes the effect of the differences

between predicted ano measured probe recoveries. For example, the PWA

circumferential distortion parameter, K0, uses a Fourier curve fit of the

* pressure distribution about a ring, and consequently may be less affected

by errors in pressure values. On the other hand, the GE circumferential

distortion parameter, IDC, uses the low recovery probe value in defining

the distortion level. If that minimum value is in error, it has a sig-

nificant effect on the prediction of total distortion.

Histograms foy the forty-nine cases investigated have shown that as

turbulence increases, there is a flattening and spreading of the

distribution, with large differences between predicted and measured probe

pressures.

Correlation Analysis

An assumption of the basic statistical prediction model is that the

Individual compressor face pressures are uncorrelated. If this assump-

tion is true, then the pressure fluctuations at one location have no

bearing upon the pressure fluctuations at another location and cannot be

used to predict anything about the pressures at that point. However,

previous investigatiotis (References 5, 17, and 12) have shown that a

statistically significant level of correlation can exist betweer two

iaterally spaced, adjacent probes. The assumptioni that the pressures are

uncorrelated was therefore examined to determine its relative importance

to the model.

Motycka (Referencp 3) presented data tn show that the correlation

between ao'acent probes is generally low (less than 60 percent) because
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Butterworth filter is 3
3 A (12)H(S) S3 +2 +2A+A

2 2 3
S 3+ 2S wA +2SwA 2 'wA3

where wA is an analog frequency variable defined as

ta 7rf (13)
tan sampling rate

Expanding the equation, and combining certain terms defined as:

3 2A A + 2A + 2A + 1

A1  -3 A3 -2 A2 + 2 A + 3

1  
3wA wA

A 2  =-3wA3 + 2wA2 + 2wA -
3  (34)

A3 = A + 2wA2 - 2wA + 1

the followinc coefficients can then be defined:

B0 = B3 = wA3 /Ao

B1 = B2 = 3wA 3 /A0  (15)

CI = A1/A0 ; C2 = A2/A0 ; C3  A 3 /A0

Then, the filter output becomes,

Y = BoXi + B Z-1X + B2Z-
2Xi + B + C Z'IY + C.Z-2Yo + CZ-3 Y (16)L 0 1 i 2 3 i 1 o L o 3 0

where X i, zXi z -2Xi , z-X i are the current and past three input values

-1 -Io -2Yo

of X1, respectively, and Z1 Y0 , Z Y0 and ZC
3 Y° are the past three output

values.

By defining the Butterworth filter in this manner, the coefficierts

can be determined by specifying the cut-off frequency and sampling rate.

Based on experience, the sampling rate should be at least four times the

* cut-off filter trequency as lower sampling rates were found to introduce

instabilities in the filter algorithm. Figure 27 presents an example of

the smoothed power spectral density for a random number set filtered at a

cut-off frequency of 500 HZ.
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The problem is magnified in implementing these two digital filters

because there are forty independent synthesized pressure signals to be

developed. Rather than create forty long strings of synthesized pres-

sures, a moving window concept and several small arrays are used to store

current and past input and output filter values. A two step process is

used, an initialization phase to start the filter process, and a run

phase to filter the synthesized pressures. The following is a brief

description of the arrays used in the filter process:

Step Operati on

1 Build an array (RANO) of 120 random numbers,

RANO A(!), I = 1,120

Build an array (RAN) of forty random numbers,

RAN = B(1), I = 1,40

ShiFt RANO one place to the left and replace

each third value from the RAN array,

RANO = A(2), A(3), B(1), A(5), A(6),

B(2),..., A(119), A(120), B(40)

4 Filter the RANO array using the

non-recursive filter and create an array

(PA4OH) of forty values,

PA40H = C(I), C(2),.., C(40)

where: C(1) = hk A(2) + h0 A(3) + hk B(1)

C(2) = hk A(5) + h0 A(6) + hk B(2 )

C(40) = hk A(g19) + ho A(120) + hk B(40)

Shift an array (PA120), initially filled with

S zeros, one place to the left and replace each

third value with a value from the PA40H array,

PA120 = 0, 0, C(1), 0, 0, C(2),..., 0, 0, C(40)

Steps 2 through 5 are repeated three times during the initialization

phase. The RAN array is filled with a new set of random numbers with

eech iteration.
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At the erd of the initialization phase, the PA120 array has been
filled with the output of the PA40H array (the non-recursive liltpr

output). The 120 numbers in the PA120 array consist of forty independent

sets of three numbers that represent three samples of each synthesized

pressure. The first two samples are past non-recursive filter values

while the third sample is the current value. The current value is

determined from the past two values from RANO and a new random number

from RAN.

In the run phase, steps 2 through 5 are continued to generate the
f orty filtered (non-recursive) synthesized pressure samples. The

Butterworth filters are then activated. Two additional arrays are

employed, an array which holds the current forty values and another array

which contains forty sets of the past three output values of the

Butterworth filters. By manipulating these arrays in the same manner as

described above, the Butterworth filter can be programmed using a

relatively small amount of storage.
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SECTION IV

IMPROVED MODEL ANALYSIS

This chapter begins by describing the improved statistical predic-

tion model that includes the two digital filters described in Section

III. Predictions from this model are compared to the same inlet distor-

tion data used to examine the capabilities of the basic model. A map

averaging concept is described which offers a substantial improvement in

the quality of the predicted pressure distortion maps. Finally, the

results using eight measured RMS turbulence values in the analysis are

presented.

Improved Statistical Prediction Model Description

A schematic of the improved model is shown in Figure 28. The method

consists of three elements; the generation of the compressor face dynamic

total pressures, the determination of the maximum distortion level and

pressure contour map, and the map averaging method that provides the most

probable maximum distortion level and pressure contour map. A more

detailed discussion of map averaging is presented later.

The RMS turbulence and random numbers are combined, as was done in

the basic method. However, these synthesized pressure signals are now

input into the two digital filters added to the basic model. lhe first

filter is the non-recursive filter that provides a slight roll-off

characteristic over the entire power spectrum and the second filter, the

recursive filter, accounts for engine sensitivity. The second filter's

output is the filtered synthesized fluctuating pressure component that is

added to the steady-state pressure to form the dynamic total pressure.

The dynamic total pressures are input to the distortion parameter equation

where the distortion level is determined. Forty new random numbers are

generated, providing forty dynamic pressures for another equivalent time

slice. The distortion level is then computed and compared to ihe current

maximum value. The larger value is retained, including the pressures for

the distortion map. The sequence is repeated until the desired sample

size is reached which is based on cut-off filter frequency. The solution

is restart(,d with another set of random numbers, another maximum
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distortion map is generated, and the sequence is repeated several times.

The pressure recoveries of each probe for all the generated maximum

distortion maps are averaged to develop the most probable maximum

distortion map.

Prediction Model with Filtering

The same set of comparisons is used to demonstrate the capabilities

of the model. To reiterate, the differences between the predicted and

measured distortion levels are presented as a function of measured

distortion. Next, the standard deviation of the difference between

predicted and measured probe pressure recovery is examined. Then, a

comparison is made between the predicted and measured pressure contour

maps, including the histogram depicting the distribution of the differ-

ence in probe recovery. An additi4 nal figure is presented to further

illustrate the difference between the improved and basic prediction

models. A histogram is presented showing the distribution of probe

recovery difference based on the average of several solutions for the

particular example.

The improved model's capabilities are illustrated first without map

averaging to show the benefits of filtering the synthesized pressures to

account for, engine sensitivity. For the cases presented, the non-

recursive filter is not included in the model for two reasons; first, the

cut-off filter frequency (f = 500 HZ) used in conjunction with the GEc
distortion parameters is in the flat portion of the shaped spectrum, and

second, the basic and improved models with the PWA parameters tend to

underpredict the peak distortion level at higher distortion levels.

Figure 29 presents the differences between the predicted and

measurea peak distortion levels, including the circumferential and radial

distortion components, using the GE, engine distortion parameters. The

synthesized pressures have been filtered at a cut-off filter frequency of

500 HZ. Recalling that the basic method substantially overpredicted the

peak tPRSF (Figure 4), including the circumferential and radial compo-

nents, the results from the improved model with filtering show

signoificantly better agreement with all the measured components of the

oistortion. The average difference for APRSF is approximately -2.1
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percent with a standard deviation of about 7.5 percent. The average

difference and standard deviation for IDC and !DR are -3.5 and 4.2
MAX MAX

percent, and 1.4 and 11.6 percent, respectively.

The improvement to the model is further emphasized in the difference

between the regression lines for the basic and improved models shown it,

Figure 30. The data points, shown in the figure, are the same cases

presented in the previous figure with the regression lines also Lased on

repeating several of those cases several times to account for variations

due to the random number process. Filtering the synthesized pressurt-s

has reduced the percent RMS difference in probe pressure recovery from 25

to 40 percent at the high- and low-turbulence levels, respectively.

Figures 31, 32, and 33 present the predicted and measured pressure

contour maps for the low, moderate, and high-turbulence cases (GE1 )

presented earlier. For the low-turbulence case, Figure 31, there is an

improved definition of the predicted pressure contours. There is excel-

lent agreement between the predicted and measured distortion components.

The percent RMS difference has been reduced by 30 percent to a value of

1.20. A more dramatic improvement between the predicted and measured

distortion maps for the moderate-turbulence case car! be seen in Figure

32. Substantial agreement exists between the pressure contours and

betweer, the predicted and measured distortion levels. The histogra'

shows a tighter distribution about the zero difference in probe recovery

with the range of the difference having decreased from 17 (basic) to 12

percent (improved). The RPIS difference is 2.63%, a reduction amounting

to 21 percent. Similar results are achieved for the high-turbulence

case, Figure 32. With the exception of thp recovery contours of .95, the

predicted and measured contours show very good agreement. Predicted and

measured distortion levels are identical. The 2RMSDIFF decreased from

4.60 percent to 3.-4 percent, the range decreased from 22 to 16 percent,

and the number of predicted pressures agreeing within 2 percent of their

riwasurpd values increased from fifteen to twenty-two in number, compared

to basic model results.

Figure 34 presents the average distributions uf probe recovery

difforence of several solutions for the three cases just preserted. The

results show a substantial improvement to the model with filtering.
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average differences amounting to -1.9 percent and a standard deviation of

24.7 percent. While the standard deviation appears large, the levels of

radial distortion are small emphasizing the relative differences between

the predicted and measured values of IDRMAx.

A comparison of the percent RMS difference in probe pressure

recovery for the improved and basic methods is shown in Figure 42. As

with the other distortion parameters, filtering has a very beneficial

effect of reducing the difference between predicted and measured

pressures. The reduction in %RMSDIFF between the two models varies from

no difference at very low-turbulence levels to approximately 25 percent

at high-turbulence levels.

Pressure contour maps and histograms for the three levels of turbu-

lence previously presented are shown in Figures 43, 44, and 45. For the

low-turbulence case presented in Figure 43, there is excellent agreement

between the predicted and measured distortion maps. The predicted level

cf IDL is approximately 10 percent greater than the measured peak IDL,

however, the differences between the predicted and measured circumferen-

tial and radial distortion components are very small. It is how those

elements are combined that contributes to the difference between the

predicted and measured value of IDL. Thirty-three predicted pressures

are within ±2 percent of their measured values and the %RMSDIFF is 1.72,

a docrease of 12 percent over the results with the basic method. The

irprovement to the predicted distortion map for the moderate-turbulence

case, Figure 44, appears to be only somewhat improved over the results

ottained with the basic model. However, an examination of the histogram

shows that the range of the difference in probe pressure recovery

decreased from 22 to 15 percent with a resultant decrease in %RMSDIFF of

approximately 32 percent. The high-turbulence case is shown in Figure

45. Again, there is an improvement over what was predicted with the

basic model, attaining substantial improvements in the predicted dis-

tortiori levels, the reduction in the range of the difference and percent

RPS difference in probe recovery. However, as was the case with the PWA

high-turbulence example, there appears to be an upper limit for applying

the improved model with filtering.

The average distribution of the differer,ce in probe recovery is

presented in Figure 46. The distributions for the three turbulence
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distortion map for the moderate-turbulence case, Figure 38, shows very

good agreement with the measured distortion map. Other than the obvious

difference in the nine to eleven o'clock position, there is good agree-

ment between predicted ard measured contours. Whie the number of probe

recoveries agreeing within ±2 percent is juSt slightly greater than that

for the results with the basic model, there is a substantial reduction in

%RMSDIFF (30 percent) reflecting a narrower range in the difference in

probe recovery (1L versus 17 percent). Firvally the high-turbulence case

(T = .040) is presented in Figure 39. Although the predicted arid measured

distortion maps are in better agreeiient, compared to the basic model

results, there are nevertheless significant differences between the two

maps. A reduction in %RMSDIFF of 28 percent was attained over the basic

model, but the reiu.ively small number of predicted pressures agreeing

within ±2 percent of their measured values obviously is a factor in the

disparity between the predicted and measured maps. Thus, the combination

of high average value of turbulence (T = .040) and high cut-off frequency

(100n HZ) may represent an upper limit in applying the improved model.

The average distributions of the difference in probe pressure

recovry for these three cases are shown in Figure 40. The most notable

iirs a e at the low- and moderate-turbulence levels with only small

improvements in the (istribution for the high-turbulence case. A compar-

ison OT tis distribution with the distribution for thE high-turbulence

case presented, in Figure 34 shows the relatively small number of pressures

within , percent of thtir measured values.

Fiqures 41 through 46 illustrate the improved method's capabilities

wi ..ht the GE2 distortion parameters. The synthesized pressures were

filtered at a cut-ofi iilter frequency ol 500 HZ. The differences

tf-twefn predicted ana neasured peak distortion levels are shown in Figure

4i. in contrast to the basic method which predicted total and circumfer-

* entiai oistortion levels significantly greater than the measured values,

thf improved method predicts levels that are in substantial agreement

with the re,ured values. The average difference between predicted and

Pireaured values ot IDL is -5.1 percerit with a standard deviation of 11.3

percent. Fcr IDC?,:AX, the average difference is -. "1 percent with a

standare deviatior of 15.5 percent. The large variation in the radial

distortior corponent ,Ks breer suustantially -edued as well with the
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Filtering the synthesized pressure reduces the rarge of the difference

between predicted arid measured probe recoveries and concentrates rore

values about the zero difference in recovery.

The results for the prediction model with the PWA distortion parame-

ters are summarized in Figures 35 through 40. The synthesized pressures

were filtered at 3000 HZ. Differences between predicted and measured

peak distortion levels are shown in Figure 35. The overall trend for the

three distortion parameters is similar, although somewhat lower in level,

with that obtained with the basic method (Figure 9). The average differ-

once between predicted arn measured values of 'At, is -8.9 percent with a

standard deviation of 11.4 percent. For K , the average difference is

-7.3 percent and the standard deviation of ]4.5 percent. The average

difference and standard deviation between predicteo and measured values

. of KRA, are -13.5 and 25.7 percent, respectively.

The similarity in the results suggests thal the filtering of the

syrthesized pressures has a much smaller influence on the predicted

pressures as compared to results obtained with the GE, parameters where

the pressures were filtered at 500 HZ. The modest reduction in the

percent RMS difference in probe recovery, reflected in the small differ-

ence between the two regression lines in Figure 36, would tend to support

this observation. However, the regression lines are based on a greater

population (several cases were repeated several times) than shown here

and the slope of the line for the filtered results is affected by large

%RMSD values for turbulence levels exceeding .06. If that regressior

line was based solely on those cases having average turbulence levels of

less than .06, the slope of the line would be lower ana a greater

improvement noted.

Evidence of this c(.rclusion can e seen with the substantial

improvement to the pressure contour rips and the distribution of the

differenice in probe prpssur, recovery presented in Figures 37, 38, and

39. For the low-turbulence case, Figure 37, there is excellent anreement

hbtween pressure contours of Ihe predicted and measured distortion maps

with thirty-five predicled pressures withi, 2 percent of their measured

'alues. The 0"PMS nFF is 1.,8 which repreerts a 3 peyrcent improvement

over the result obtaitieC with the basic modpl. The predicted pressure

Fr
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-. levels show similar results as noted previously, that is, most improve-

ment occurs at low and moderate-turbulence levels. As 'urbulence

increases, the distributions characteristically become flatter and

broader, with less than one-third of the predicted pressures being within

±2 percent of their measured values for the high-turbulence case.

In summary, it has been shown that the filtering of the synthesized

pressures provides a significant improvement in the predicted distortion

levels and pressure distortion maps. The quality of the predicted pres-

sure distortion maps is a function of the turbulence level and cut-off

filter frequency. As the levels of these two parameters increase,

U the quality of the distortion map decreases. The upper limits for

applying the improved model with filtering appears to be approximately

.04 for turbulence and a cut-off filter frequency slightly greater than

100C HZ.
0 Prediction Model with Filtering and Map Averaging

A map averaging scheme has been included in the model that provides a

* -significant improvement in the accuracy of the pressure distortion map.
The predicted distortion map and the level of the distortion parameters

are the result of a particular set of random numbers. Another set of

random numbers, via a different starting seed value, will generate

somewhat different dynamic total pressures and hence, a different distor-

tion map and distortion parameter values. That difference is small for

probes with low-turbulence levels, but can be significant for probes

located in regions of high-turbulence. All the possible predicted

distortion maps are equally valid, and thus each predicted probe pressure

is considered to be part of a distribution. The average maximum distor-

tion map, which will be defined as the most probable maximum distortion
map, is determined by repeating the solution several times with different

sets of random numbers. Individual probe pressures are summed from the

individual distortion maps and averaged so that the resulting forty

pressures represent the data for the most probable maximum pressure

distortion map. For the cases presented, the pressures for six maximum

distortion maps were summed and averaged.S
The three previous cases with the GE1 distortion parameters are

presented in Figures 47, 48, and 49. Pressure contours for the predicted
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map are virtually identical with the measured map for the low-turbulence

case, Figure 47. Excellent agreement exists between predicted and

measured distortion levels. The %RMSDIFF is .68, a reduction of 60

percent compared to the results attained with the basic model. Thirty-

nine predicted pressures are within ±2 percent of their measured values.

The moderate-turbulence case is presented in Figure 48. Again there is

excellent agreement between predicted and measured pressure contour

lines. There is correspondingly, excellent agreement between predicted

and measured distortion parameter values. Twenty-nine probe pressures

agree to within ±2 percent of their measured values. The percent RMS

difference has decreased to 1.87, representing a 44 percent improvement

over the basic model. The capabilities of the improved model with the

map averaging are further demonstrated with the high-turbulence case

presented in Figure 49. The pressure contours of the predicted map show

excellent agreement with the measured map with the exception of the

pressure recovery contour of .95. Predicted and measured distortion

levels exhibit excellent agreement. The number of probes within ±2

percent of their measured values is twenty-six, a 73 percent improvement

over the results with the basic method. The range of the difference

decreased 56 percent and the %RMSDIFF decreased 46 percent compared to

the basic model.

Because of the similar substantial agreement between predicted and

measured distortion maps for the low-turbulence examples, only moderate-

and high-turbulence cases are presented for the PWA and GE2 distortion

parameters. Figure 50 presents the moderate-turbulence case with the PWA

distortion parameters. Pressure contours for the predicted and measured

.maps are almost identical with the only apparent differencp at approxi-

mately the eleven o'clock position. Predicted distortion levels are in
excellent agreement with measured values. The distribution of probe

pressure recovery difference shows that twenty-nine probes are within ±2

percent of their measured values. The range of difference decreased

slightly to 11 percent with the percent RMS difference reduced to 2.14, a

reduction of 44 percent over the basic model. The high-turbulence case

is shown in Figure 51. For this case, there is no improvement in the

predicted distortion map compared to what was predicted with filtering.

While the range in the probe recovery difference has decreased, the
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percent RMS difference increased slightly over the improved model with

filtering. This case has a rather complex pattern with two high pressure

lobes, and although better results may be achieved with a 180 circumfer-

ential distortion pattern, the results again suggest an upper limit of

applicability of the improved model with respect to the combination of

cut-off filter frequency (1000 HZ) and high-turbulence level (.040). To

further define that upper bound, a different case with a turbulence level

between the moderate- and high-turbulence level case is presented in

Figure 52. Very good agreement exists between predicted and measured

contours with the exception in the ten o'clock region of the map. The

distortion parameters are in excellent agreement. Twenty-four predicted

pressures are within ±2 percent of their measured values.

The GE2 moderate-turbulence level case is presented in Figure 53.

Very good agreement exists between predicted and measured pressure

contours wit:; the exception of contours in the four o'clock region.

Excellent agreement exists between predicted and measured levels of total

and circumferential distortion. The range of the difference and the

percent RMS difference decreased 28 and 40 percent, respectively, over

the basic model. The high-turbulence case is shown in Figure 54.

Although there is a substantial improvement in the predicted versus

measured contours, the distortion parameter levels, the range of differ-

ence and percent RMS difference compared to the results obtained with the

basic model, there nevertheless are significant differences between the

predicted and measured distortion maps. Again, the applicability of the

improved model, including map averaging, in this combined region of high-

turbulence (T = .047) and cut-off frequency is questionable. A lower

turbulence level case (T = .039) is presented in Figure 55. better

agreement exists between predicted and measured pressure contours,

although not as good as that attained for the GE, high-turbulence case.

Nevertheless, there is excellent agreement between predictee and measured

levels of distortion. Eighteen probe pressures are within ±2 percent of

their measured values.

The improvement to the model with filtering and map averaging is

summarized in the next six figures using two measures of goodness, the

percent RMS difference between predicted and measured probe pressure
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recoveries, and the number of probes with predicted values within j.2

percent of their measured values.

The linear regression lines, Figure 56, illustrate the reduction in

the average %RMS.DIFF using filtering and map averaging with the GE1
distortion parameter methodology. With the exception at low-turbulence

levels where there is little difference between the models, the filtering

of the random numbers, particularly in combination with map averaging,

provides a substantial reduction in the percent RMS difference between

predicted and measured pressures. For example, at an average compressor

face turbulence level of .04, the average %RMS difference with map

averaging and filtering, is 2.5, a reduction of 56 percent compared to

the basic model.

The regression curves in Figure 57 present the other indicator of

gcodness, the number of synthesized pressures agreeing within ±2 percent

of their measured values using the GEI methodology. There is little

difference between the basic and improved models for turbulence levels of

less than .01 and for levels greater than .06. Maximum benefits with the

improved model are in terms of N(±2%) are in .02 to .04 turbulence range.

For a turbulence level of .03, the combined filtering and map averaging

ofters a substantial improvement in the number of probes predicted to be

within 2 percent of their measured values. fAn average of thirty-two

pressures are within ±2 percent of their measured values for the improved

model, compared to only eighteen pressures for the basic method.

Figures IS and 59 present the same summaries with the Pratt &

WIhitney distortion parameters. The reouction in average ORMSDIFF, Figure

58,, is not as dramatic as it was with the GEl parameters and is primarily

the consequence of filtering the data at a higher cut-off filter fre-

quency. Nevertheless, the filtering and map averaging still provide

significant improvements to the pressure contour maps, As was the case

with the GE, parameters, there is little difference between the basic and

improved models at low-turbulence levels. For a turbulence level of .04,

the reGuction in TRMSDIFF amounts to 33 percent compared to the basic

mode I.

The effect of the higher cut-off filter frequeocy is also seen ir

Figure 59 for the number of predicted pressures within -2 percent of
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their measured values. The overall levels of the regression curves with

the filtering and map averaging are lower compared to the results in

Figure 57. For example, at a turbulence level of .03, an average of

twenty-two probes are within ±2 percent of their measured values. As

before, there is little difference between the models at higher

turbulence levels (T>.04). Substantial benefits can be had with the

improved method for turbulence levels as low as .01.

Summaries for the GE2 distortion parameters are presented in Figures

60 and 61. The average percent RMS difference as a function of

turbulence is presented in Figure 60. As was the case with the other two

sets of distortion parameters, there is little difference between the

basic and improved models for turbulence levels of less than .01. The

reduction in the average %RMSDIFF for the improved model with map

averaging, as compared to the basic model results, is not great is that

attained with the GE1 distortion parameters. At a turbulence level of

.04, for example, the reduction in %RMSDIFF amounts to 39 percent as

compared to 56 percent with the GE1 parameters.

The number of predicted pressures agreeing within ±2 percent of

their measured values with the GE2 parameters is shown in Figure 61. The

shapes of the curves are the same as those for the GE1 parameters, but at

a somewhat lower level. At a turbulence level of .03, the average number

of predicted pressures within ±2 percent of their measured values is

twenty-four. There is little difference between the models at turbulence

levels of less than .01 and for levels exceeding .05.

In summary, it has been shown that substantial improvements can be

made to the predicted pressure distortion maps by filtering the synthe-

sized pressure data and by averaging the pressures from several maximum

distortior, maps. The quality of the distortion map is a function of the

turbulence level and cut-off filter frequency defining engine sensi-

tivity. Relative differences between Figures 56, 58, and 60 suggest that

depending on the inlet turbulence level, the improved model appears

limited to cut-off filter frequencies of less than 1500 HZ.

Prediction Model Using Eight Turbulence Values

The analysis thus far has been based on forty measured turbulence

values. Comparisons between predicted and measured pressure contour maps
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are now presented using eight measured values. The turbulence

distribution for each ring is assumed to be the same as that for the

third ring of the eight-rake by five-ring array.

Contour maps and histograms based on the GEI distortion parameter

methodology are presented in the next three figures. The low-turbulence

case, previously shown, is presented in Figure 62. Compared to the

results based on forty measurements, Figure 47, the range of difference

increased from 4 to 8 percent, the number of predicted pressures within

t2 percent of their measured values decreased from thirty-nine to thirty-

five, and the %RMSDIFF almost doubled to a value of 1.30. Nevertheless,

there is excellent agreement between the predicted arid measured pressure

contours. The moaerate-turbulence case is shown in Figure 63. The only

difference between the results presented here and those based on forty

measurements, Figure 48, is the slightly different distribution in the

histogram depicting the difference between predicted and measured probe

recoveries. Otherwise, there is excellent agreement between predicted

and measured pressure contours and the distortion parameter components,

with ne change in the range and the number of pressures within ±2 percent

of their measured values. Essentially the same results were obtained for

the high-turbulence case, Figure 64. All the indications of goodness;

the pressure contours, the distortion levels, and the distribution of the

difference in probe recovery show virtually identical results to that

based on forty turbulence measurements.

Figure 65 presents for the moderate-turbulence case, the predicted

and medsured contour maps with the PWA distortion parameter methodology.

The agreement between the two maps is considered very good, with some

discreparcies in the high recovery contours. The predicted and measured

distortion levels are in excellent agreement. In addition, the percent

RMS difference between predicted and measured pressure recoveries is

identical with the results based on forty measurements. The number of

probes agreeing to within ±2 percent of their measured values decreased

to twenty-six, compared to twenty-nine based on forty turbulence

measurements.

Firiully, the moderate-turbulence case with the GE? distortion

parameters is shown in Figure 66. Virtually the same results have been

attained as that for the distortion map based on forty measurements,
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Figure 53. The percent RMS difference is 3.2, an increase of 15 percent.

The range of difference has increased slightly and the number of

predicted pressures within ±2 percent of their measured value remains

essentially the same.

Figure 67 presents a comparison of %RMSDIFF based on eight and forty

turbulence measurements for all three sets of engine distortion parame-

ters. With the exception of the small difference at low-turbulence

levels with the GE1 and GE2 distortion parameters, the effect of using

fewer measured turbulence values on the average percent RMS difference

between predicted and measured probe recoveries is small. A simildr

conclusion can be reached upon examining the effect of fewer turbulence

measurements on the average number of predicted pressures within -2

percent of their measured values shown in Figure 68.

An examination of the magnitude of the terms of the equation

defining dynamic total pressure recovery, in particular the fluctuating

pressure component term, would suggest that the recovery term and the

random number dominate the turbulence value. Consequently, only a

reasonable estimate of probe turbulence is required to predict the most

probable maximum distortion pressure contour map. Previous investigators

have shown that the maximum distortion level can be predicted just as

well with fewer turbulence measurements as with forty values. This study

has shown that a good estimate of the pressure contour map is possible

with fewer turbulence measurements as well.
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SECTION V

SUMMARY AND CONCLUSIONS

A prediction method that uses the inlet total pressure statistical

properties and a random number generator has been developed to predict

the most probable maximum distortion and pressure contour map. The model

incorporates two digital filters to shape the random number power spectrum

to approximate that of inlet pressure data and a map averaging approach

that substantially reduces the difference between predicted and measured

pressures.

Several measures of goodness have been used to assess the capability

of the model. Those factors include: the predicted pressure contour map

and distortion level, thE distribution of the difference and the standard

deviation of the difference between predicted and measured pressures, and

the number of pressures agreeing to within ±2 percent of their measured

values.

The improved model with filtering and map averaging offers a

substantial improvement over the basic model. Depending on the particu-

lar ergine distortion parameter methodology and the corresponding cut-off

filter frequency defining engine sensitivity, reductions in the percent

RMS difference between predicted and measured probe pressures varied from

30 to 60 percent at an average inlet turbulence level of .03. Corre-

spondingly, the number of predicted pressures withirn ±2 percent of their

measured values increased from 30 to 80 percent compared to the basic

model.

The results indicate that the model can be applied to inlet pressure

data having average turbulence levels up to .04. The assumption that the

pressures have a normal distribution may preclude its application to
those situations where there is substantial separation and planar wave

phenomena.

The relative benefits of filtering is a function of cut-off filter

frequency. As a cut-off filter frequency increases, the standard devia-

tion of the difference between predicted dnd measured pressures increases

and the number of pressures agreeing within ±2 percent of their measured
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values decreases. The application of the method, including map averaging,

may be limited to cut-off filter frequencies of less than 1500 HZ.

The improved method has been shown to provide predicted pressure

contour maps that are in substantial agreement with measured contour maps

based on both forty and eight measured turbulence values.
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